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Visual object tracking based on
random compression of multi-channel

haar-like feature
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Abstract. The compressed sensing algorithm has achieved good application e�ect in the

�eld of visual tracking. In this paper, a moving object tracking algorithm based on the random

compression of multi-channel Haar-like features is proposed. Firstly, a new multi-channel Haar-like

feature is introduced by considered the color distribution of the object, and extract it by random

compression projection. Then, the characteristics of the feature distribution in the samples are

studied, and a weighted naive Bayesian classi�er is constructed. Finally, in order to adapt to

the change of the object appearance, the classi�er parameters are updated in real time. The

e�ectiveness of the algorithm is veri�ed by contrast experiments which carried on the open and

challenging video sequences.

Key words. Visual tracking, bayesian classi�er, random compression, multi-channel, haar-

like.

1. Introduction

Visual object tracking is an important research area in computer vision and
pattern recognition which aims to tracking an object accurately in real surveillance
scene. The main challenge of visual object tracking is how to adaptive to the changes
of object appearance. To address this problem, recent state-of-art approaches focus
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on di�erent appearance models which are generative methods and discriminative
methods. The VOT (Workshop on Visual Object Tracking Challenge) program
providing a platform for discussing visual tracking problems [1].

The generative methods obtain the state of the tracking object by searching the
best matching region of the object's appearance model in the sequence image. In
the generative tracking algorithms, the object's appearance model is only learned
from the object region in the image which will ignore the background information
in the scene. In this kind of algorithm, most of the appearance models of the object
are based on the template and subspace.Template matching tracking algorithm is a
kind of generative tracking algorithm. In order to adapt to the change of the object
appearance, Fussenegger et al. [2] proposed a level set based tracking algorithm
that builds the shape model incrementally from new aspects obtained by segmenta-
tion or tracking. Chaudhry et al. [3] model the temporal evolution of the object's
appearance/motion using a linear dynamical system. Then, this model is learned
from sample videos and is used as dynamic templates for visual tracking. Hu et al.
[4] proposed an incremental tensor subspace tracking algorithm which models ap-
pearance changes by incrementally learning a tensor subspace representation. The
moving object tracking problem is considered as sparse approximation problem in
[5]. The appearance of the object is linearly composed of the object template and
the noise template. The sparse representation is obtained by solving the L1 regu-
larization problem, and �nally the minimum reconstruction error area is the object
region.

The discriminant methods view the moving object tracking as a two classi�cation
problem. It searches for the optimal discrimination function between the object and
the background, and tries to distinguish the object accurately from the background.
Unlike the generative tracking method, the discriminant tracking method learns
both the information of the foreground and background, and constructs a classi�er
that can separate the object from the background. At the same time, the discrim-
inant tracking method also attempts to construct the most discriminative object
features.Collins et al. [6] proposed an online selection discriminant tracking feature
which assuming that the best distinguishing feature between object and background
is the best feature for tracking. Guo et al. [7] proposed a maximum trust boosting
algorithm for moving object tracking. Yang et al. [8] proposed a multiple kernel
boosting tracking framework. In order to alleviate the "o�set" problem, Babenko
et al. [9] proposed a stable multi-instance moving object tracking algorithm (MIL
algorithm) which instead the supervised boosting learning by online multi instance
learning. In the MIL algorithm, the training samples in the sample instance bag
have the same weight, while in the actual situation, the importance of the di�erent
samples should be di�erent. To solve this problem, Zhang et al. [10] propose a
weighted multiple instance tracking algorithm (WMIL algorithm). Feng et al. [11]
construct a sparse tracking algorithm which combined the context information. Hu
et al. regard image blocks as the two-order tensors, graph embedding is used to keep
graphic structure.

With the rapid development of deep learning theory, great progress has been
made in the �eld of visual tracking.Excellent tracking performance is achieved by
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using the features which are extracted automatically from the multi-layer nonlinear
transformation. The convolution neural network is able to simulate the appearance
model in the tracking task because of its excellent ability in feature extraction and
image classi�cation.Recurrent neural networks have achieved certain e�ects when
dealing with partial occlusion.

How to extract the object features and how to construct the classi�er are the most
core problems of the moving object tracking under the discriminant framework.Dr.
Zhang proposed a compressed sensing tracking algorithm which creatively randomly
compressed the high-dimensional features into low-dimensional subspace. Because
of its simplicity and e�ciency,it has gained the attention of many scholars. In order
to solve the uncertainty of random projection in the compression tracking algorithm,
Gao proposed an tracking algorithm based on the maximum stable extremum region
(MSER).

In this paper, a new visual object tracking algorithm is proposed based on the
random compression of Multi-channel Features. The algorithm is designed from two
aspects: the structure of the feature and the construction of the classi�er.By the
contrast experiments, this algorithm is more e�ective than the original compressed
sensing tracking algorithm (CT).

2. Random Compression Projection of Multi-channel
Features

Because of the Haar wavelet function can extract the di�erence of the average gray
level in di�erent regions, the structure information of the object can be extracted
by using structure which is similar to the Haar wavelet. There are many methods
to construct the Haar-like features, such as follows.

Fig. 1. TheHaar-like features

According to a series of rectangle templates that have been constructed, the
Haar-like feature value f is calculated in the image by following formula:

f =

∣∣∣∣∣∣a
∑

(x,y)∈SB

I (x, y)− b
∑

(x,y)∈SW

I (x, y)

∣∣∣∣∣∣ (1)

Where SB , SW are respectively represents the black and white areas in the rect-
angular template, a, b are the weighted coe�cient of rectangle box. I (x, y)is the
gray value of the pixel point (x, y).

In the multi-channel video sequences, the color information of object or back-
ground is very rich, and there is a certain di�erence between the color distributions
of di�erent objects. At the same time, in most of the scenes, the color information
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between the object and the background is also very di�erent. As shown in Figure
2, the main color distribution of "Tiger" object is "white", "orange" and "black",
while the green plants in the background information are more prominent. The
multi-channel Haar-like is constructed, where the rectangle box information is con-
structed from the same rectangle box information in each color channel image. The
new multi-channel rectangle box information is fused by the weight of the object
color distribution, then the multi-channel Haar-like feature is calculated by random
compression projection.

Fig. 2. The multi-channel Haar-like feature

According to the multi-channel histogram of the appearance multi-channel image
of the object which is to be tracked, the number of color values in each color channel
histogram which is larger than the average is counted asnR, nG, nB . The pixel value
in the rectangle box xi in the multi-channel Haar-like feature is

xi = λRxRi + λGxGi + λBxBi (2)

Where xRi, xGi, xBi are the sum of pixel value between the rectangle boxes in
the R, G, B color channel and λR, λG, λB are the correlation coe�cient of the R, G,
B color channel, and the value is

λR =
nR

nR + nG + nB
, λG =

nG
nR + nG + nB

, λB =
nB

nR + nG + nB
(3)

As an e�cient method of dimensionality reduction, random projection can com-
press high-dimensional data into low-dimensional subspace and approximate main-
tain the structural relationship between data. In classical compression tracking
algorithm, the author Dr. Zhang has been successfully applied it to gray image
feature compression.

By Johnson and Lindenstrauss lemma, we can see that any group of data in
high-dimensional subspace can be compressed into O

(
ε−2 log n

)
-dimension subspace

by map f , and the distance between data points in compressed subspace can be
approximately unchanged.

The number of Multi-channel Haar-like features is large and can reach to m = (w
× h)2 dimensions. In order to reduce the computational complexity and ensure the
validity of the selected classi�er features, a small number of discriminative features
are selected by random projection. Through the random compression projection,
the m-dimensional feature (x1, x2 · · ·xm)

T
can be compressed into a n-dimensional

(n << m) feature v = (v1, v2 · · · vn)T by an n × m random projection matrix R,



VISUAL OBJECT TRACKING BASED ON RANDOM 761

that is 
r11 r12 · · · r1m
r21 r22 · · · r2m
...

...
...

...
rn1 rn2 · · · rnm




x1
x2
...
xm

 =


v1
v2
...
vn

 (4)

The random projection matrix R should satisfy the condition of restricted isome-
try property (RIP) which is subject to a Gaussian distribution with a mean of 0 and
variance of 1. From [10], the sparse random matrix R can satisfy the JL lemma when
rij selected from

{
−
√
3, 0,
√
3
}
with the probability of 1/6, 2/3, 1/6 respectively. In

this case, the random projection result can be approximated to the original random
projection result based on the Gaussian distribution.

3. Moving Object Tracking Based on Random Compression
of Multi-channel Haar-like Feature

In order to construct a classi�er that can distinguish the objet and background, it
is necessary to extract the positive and negative samples of the object to be tracked.
The initial object location and size information is given by the red rectangle box in
Figure 3. The positive sample can be select in a tiny range near the ground-truth.
The upper left corner of the positive sample is randomly selected in the green circular
area R1, then the image blocks of the same size are intercepted in the original image
as a positive sample. The negative samples are selected in a certain range away from
the ground-truth. The upper left corner of the negative sample is randomly selected
in the rings between the blue circle R2 and R3, then the image blocks of the same
size are intercepted in the original image as a negative sample.

Fig. 3. Positive and negative samples selection

In the next frame, in order to obtain the object state, we randomly select the
candidate object blocks in a certain range from the previous state, and then identify
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the best object block by the classi�er which is designed in the next.
When the positive and negative samples are collected, the eigenvector v =

(v1, v2 · · · vn)T corresponding to each sample is composed of a set of multi-channel
Haar-like features, vi is the i-thHaar-like feature through random compression pro-
jection. Since there are no correlations among the features when constructing the
multi-channel Haar-like features. That is the Haar-like features are independently
distributed. Therefore, the samples can be classi�ed by naive Bayesian classi�er.

H (v) = log
(
∏n

i=1 p(vi| y = 1)p(y = 1))

(
∏n

i=1 p(vi| y = 0)p(y = 0))
(5)

Assuming the prior of positive and negative sample is consistent, that isp(y =
1) = p(y = 0). Then,

H (v) =

n∑
i=1

log

(
p(vi| y = 1)

p(vi| y = 0)

)
=

n∑
i=1

H (vi) (6)

Where, H (vi) can be regarded as the weak classi�er corresponding to the multi-
channel Haar-like featurevi.

The eigenvectors after random projection often obey Gauss distribution. It can
be assumed that the conditional distribution p(vi| y = 1)and p(vi| y = 0) of weak
classi�ers H (vi)obey the Gauss distribution with mean µ1

i , µ
0
i and variance σ1

i , σ
0
i

respectively.
The contribution of each element in the extracted object feature vector should

be di�erent and need to consider the weight in�uence of di�erent features. In view
of the Gauss distribution model, we know that if the variance of Gauss distribution
is greater, the data is more scattered and unstable. Therefore, when the variance of
Gaussian distribution of a Haar-like feature, the reliability of it is lower. That is to
say, this feature has a very small e�ect on discriminating the object and background,
it is considered that the weak classi�er corresponding to it should given a smaller
weight. Similarly, if the variance of a Gaussian distribution is smaller, it means that
the data is more centered. In this case, the data is more reliable and therefore has
a greater weight.

In view of the above analysis, the classi�er to determine whether a newly acquired
image block is an object can be designed as follows.

H ′ (v) =

n∑
i=1

log

(
w1

i p(vi| y = 1)

w0
i p(vi| y = 0)

)
(7)

Where, wi
1, w

i
0 are the weights of the multi-channel Haar-like features belong to

the positive or negative samples. And can be calculated by the following formula.

w1
i =

1√
σ1
i

∑
i

(√
1
/
σ1
i

) (8)
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w0
i =

1√
σ0
i

∑
i

(√
1
/
σ0
i

) (9)

In the next frame of the tracking process, the multi-channel Haar-like feature
vectors of candidate image blocks are extracted, the candidate image block with the
largest classi�cation score is the position in the next frame.

In order to alleviate the o�set problem, the classi�er parameters need to be
updated in real time according to the next formulas.

µ1
i ← λµ1

i + (1− λ)µ1 (10)

σ1
i ←

√
λ (σ1

i )
2
+ (1− λ) (σ1)

2
+ λ (1− λ) (µ1

i − µ1)
2

(11)

Where, theλis the update parameter,

µ1 = 1
n

∑n−1
k=0|y=1 vi (k),σ

1 =
√

1
n

∑n−1
k=0|y=1 (vi (k)− µ1)

2
.

4. Comparative Experiments and Analysis

In order to verify the validity of the proposed algorithm, we use the benchmark
test datasets [1]. The dataset is labeled with the tracking di�culty which can provide
a complete experimental dataset to the researchers. The comparative experiments
are CT tracking algorithm, MIL tracking algorithm, WMIL tracking algorithm, IVT
tracking algorithm and L1-APG tracking algorithm. The qualitative and quantita-
tive comparison shows the stability and validity of the proposed algorithm.

The object state information in the initial frame needs to use the ground-truth.
According to the initial object state, the radius of R1is set to 4 pixels, the radius
of R2is set to 8 pixels, the radius of R3is set to 45 pixels, the radius of R4is set
to 30 pixels, the number of the collected image blocks is 50, and the classi�er's
update parameter is 0.85. In MIL and WMIL tracking algorithms, the selection of
feature pools is 250, the number of weak classi�ers is 50, and the learning rate of
classi�er updating is 0.85. The object Gauss variance selected by the IVT algorithm
is selected by (2,2,0.5,0.5), the number of particles is 200 and the object region is
interpolated to 32 x 32. The template size of the L1-APG tracking algorithm is.

Experimental 1- The multi-channel video sequence �Tiger1� have many chal-
lenges, such as the illumination change, occlusion, non-rigid deformation, motion
blur, object suddenly move and the object disappear in the image. The tracking
result of these algorithms is shown in Figure 4. As you can see from the �gure,
the CT algorithm tracking failure while the proposed algorithm tracked successfully.
Because it considers the information of the color distribution in the initial track-
ing stage which can improve the performance of the multi-channel Haar-like feature
based on the main color. Meanwhile, the in�uence of the feature on classi�er accord-
ing to the distribution characteristics of the feature. Under the illumination change
scene, it has little in�uence on the feature.
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Fig. 4. The experimental results of �Tiger1 �

Experimental 2- The multi-channel video sequence �MountainBike� have many
challenges, such as the object is rotated in the image plane, and the object is similar
to the background information. The tracking result of these algorithms is shown in
Figure 5. As you can see from the �gure, the CT algorithm tracking failure while
the proposed algorithm tracked successfully. The main consideration of the proposed
algorithm is the information of the object's appearance color distribution. Actually,
according to the main color information in the background, the tracker moves to a
certain extent when the object rotates in space.

Fig. 5. The experimental results of �MountainBike�

The center point error of tracking frame in the tracking result is de�ned as formula
12.

errors =
√

(xe − xg)2 + (ye − yg)2 (12)

Where, xe, ye are the center coordinates of the experiment result, xg, yg are the
center coordinates of the ground-truth result. The center point error in the two
experiments is shown in Figure 6.

Fig. 6. The center point errors of tracking bounding box

As can be seen from the above �gure, the center point error of CT algorithm in
the� Tiger1 � video sequence is more than 20 pixels, while the proposed algorithm
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is less than 10 pixels. The center point of CT algorithm in the �MountainBike�
video sequence is far away from the object position, while the proposed algorithm is
around the ground-truth.

5. Conclusion

In this study, we propose a novel tracking algorithm that tracking the object
robustly by extract the multi-channel Haar-like feature through random compression
projection. Considering the in�uence of multi-channel Haar-like feature distribution
on discriminating object categories, a weighted naive Bayesian classi�er is proposed.
Finally, the classi�er parameters are updated in real time. Through comparison
experiments on the challenging video sequences illustrates the e�ectiveness of the
proposed algorithm. In the scenarios which are tracking failure by CT algorithm, the
proposed algorithm can tracking it because of the object's appearance information
and feature distribution characteristics.
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